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ABSTRACT

Privacy Preserving Data Mining (PPDM) is usedttraect relevant knowledge from large amount of datd at
the same time protect the sensitive informatiomfthe data miners. The enhancement of data mieisearch will be the
development of techniques that incorporate privemycerns. This paper provides an enhanced techfiguyareserving
privacy of association rules as well as privateadaf individuals in an outsourced business trammactiatabase.
As the importance of business transaction datarttsased manifolds and the data has become antiesgart of any
business. This paper implement privacy by usingeupbation technique using jointly Gaussian Fuctihat will not
only maintain the privacy of association rules preésn the dataset but also the sensitive attriboténdividuals contained

in it. Using this approach we are reducing time plaxity, space complexity, and fake and false rpleblems.
KEYWORDS: Privacy Preserving Mining, Association Rule Minifizggta Perturbation

INTRODUCTION

Data mining is to extract information from largatabases. Data mining is the process of discoveemgpatterns
from large data sets which gives advantages farared, marketing analysis, medical diagnosis, gbimere forecast etc.
Data mining is under attack from privacy advocdiesause of a misunderstanding about what it agtimlhnd a valid
concern about how it's generally done. This hasedwconcerns that personal data may be used faretyof intrusive
or malicious purposes. Privacy preserving datamgifielp to achieve data mining goals without sainifj the privacy of

the individuals and without allowing learning unigerg original data values.

Association rule mining is a technique in dataingrthat identifies the regularities found in langdume of data
[1, 2]. This technique could be compromised whdowahg third party to identify and reveal hidderfdmrmation that is
private for an individual or organization. Privapseserving data mining using association rule seferthe area of data

mining that seeks to safeguard sensitive informaftiom unsolicited or unsanctioned disclosure.

As with the advancement of technology and worl@énédnnectivity through internet the privacy of datastored
at different stations, whether they are stored aegtralized server for ease of access, has besopwtant. The privacy
of individual data or the dataset as whole thathinige used for data mining has become so impoatahthence increasing

the need for extensive research towards their gyittaat could be done in different ways.

A company (data owner) lacking in expertise or patational resources can outsource its mining néeds
third party service provider (through server). Hoee both the items and the association rules ebilitsourced database

are considered private property of the corpora(idaita owner). To protect corporate privacy of besgtransaction
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database, the data owner transforms its data dapd isho the server. Normally the dataset is indgormat. Adversaries
can use that data for deducing any relations orsamgitive data from it by applying linking attaais quasi identifiers

and sensitive attributes.

Protecting sensitive information in the contextafr research encompasses two important goals: |ledge
protection and privacy preservation. The formereisited to privacy preserving association rule ngniwhile the latter
refers to privacy-preserving clustering. An intéires aspect between knowledge protection and pyiyaeservation is
that they have a common characteristic. For ingtgimcknowledge protection, an organization isdlaer of the data so
it must protect the sensitive knowledge discovdrech such data, while in privacy preservation indiials are the owner
of their personal information.

On the other hand, knowledge protection and pyiv@ceservation also have a unique characteristic.
Privacy preservation is related to the protectibaxplicit data (e.qg., salary), while knowledge tgaiion is concerned with
the protection of implicit data, i.e., patternsadigered from the data. One limitation with the amh of knowledge
protection is that the sensitive knowledge sho@dkbown in advance by the data owners. In this,ade@ owners have
to mine their databases and use interestingnessumssa(e.g., support and confidence) with the mepaf finding the
valuable patterns, i.e. sensitive knowledge. Sulesety, data owners hide the sensitive knowledgeubing the
algorithms. The released database is then sharadifiing. Another limitation of the approach of kmedge protection is
that we do not focus on protecting against corigiat between variables, such as salary and agbeRate protect
specific binary rules (e.g., X->Y), where X and &present items purchased in a store or attribuibs specific values.
Again, these rules are private to the company gamiration owning the data and must be protectazbshey can provide

competitive advantage in the business world.
RELATED WORK

Privacy preserving data mining has become a hattisgdata mining research. The main reasons beaharg the
importance of private data, enhanced technolodgwalg ease of storage, access, transfer, manipolaf centralized
and distributed data. To save it from unauthoriaedess and attacks to get the knowledge many patioin techniques
have been used by various researchers. The attaekehave basic information regarding the dataBe¢. important
distinction between our scenario and others is thadurs, the results as well as sensitive attebare not intended to be
open to others like that in [3]. There are manyhtégues that are prevalent for privacy preservimgadmining.
The literature in [1] has given a gist of the methahat could be used for privacy preserving datang and extensive
work has been done on every one of them, out ¢frttagor emphasis has been on anonymization lif&5h perturbation

[4] and many others.

Y-H Wu et al. [19] proposed method to reduce tle effects in sanitized database, which are pred iy other
approaches. They present a novel approach tha¢gtrally modifies a few transactions in the traxtiesm database to

decrease the supports or confidences of sensitigs without producing the side effects.

Authors [18] presents a survey of different assti@n rule mining techniques for market basket ysia)
highlighting strengths of different associationeruhining techniques. As well as challenging issussd to be addressed
by an association rule mining technique. Which deagf pattern is utilized is known and it can bdiagd for next

decision. The results of this evaluation will hdgcision maker for making important decisions fsagiation analysis.
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Our work is mostly for the scenario as descrilvef8] and has also resemblance with the worksitig 2] where
there has been much emphasis given to the dat&ygaald with our method we have also maintainech datality,
its accuracy but with lesser calculations. Privaggserving of transaction database has also baeenidd17] by anatomy
techniqgue which has compromised with data qualitgt will not be suitable in our scenario. The elabed work on
perturbation in [4] has allowed us to understandous situations where different methods could ppliaable on real

time data including the use of guassian distribufar reconstruction in two-phase perturbation nhode

Issue: The most important issue is of maintaining privaadynot only the individual but of the important
association rules that a corporate or a companythraggh his transaction data base or warehousehwd@n help them

transform their business and help in maintaininggetitive edge on their competitors.

Space:ln [3] the space complexity is high because dbfeing reasons: They are using fake transactioasdte
increasing the data base size which is not usafiha data set is stored in server and needs usdx through internet.
Maintaining table which stores data about the pbation done on both the sides (from where thesgata uploaded and

where the data set is downloaded).
Time: Time complexity is also high because of the abmeationed scenarios.

PROPOSED WORK

As the privacy of dataset is important for storihgt different stations for ease of access, wigatione in variety
of ways but the attacker make the original datbset the perturbed set. Here dataset is use foptivacy is taken from
Cooperative customer expenditure, which has thme itelex, price, category, etc. In order to put thasaset on the server
for different purpose it needs protection from uhauzed user who uses it for unfamiliar activitids this dataset need to
use by the authorized person as well, but suctugesti data is not the correct set for the usereta rit or to gain
knowledge, so a successful reading of the authdrimer can be possible by a lossless recoverahilieotheFor this,
we need a method of perturbation which can preséwwerivacy as well as it is also easy in remowimg perturbation
from the dataset. Process of perturbation staois fpre-processing of dataset, which removes thokemms from the

dataset which are not helpful in mining. Then sefet columns can be processed in two modules.

Module 1

Association Rule

Association Rule The support is a measure of thguency of a rule and the confidence is a measuthe
strength of the relation between sets of items.pBrtfs) of an association rule is defined as thegmeage/fraction of

records that contain (AJ B) to the total number of records in the database.

\ 5 AUB]
Sllpp()l t (A: B) _ upport count of (AUB)

Total number of transaction in D

Apriori is a breadth-first, level-wise algorithma used to implement the association rule. Thisrdlgo have a
main steps follow : Exploits monotonicity as much possible, Search Space is traversed bottom-upl b/ level,

Support of an itemset is only counted in the dagabBall its subsets were frequent.

Apriori algorithm approach is A rule X=>Y satisieninsup an sup (XY) / sup(X) >= minconf. Hence, first find

all itemset | s.t. sup (I) >= minsup. Then for guvdrequent I: Split | in all possible ways and Test if sup
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(XNY) / sup(X) >= minconf. In privacy preserving dataning, association rules are useful for analyzng predicting
customer behavior and pattern of purchase. They ataimportant part in market analysis, data ofkbashopping,

product clustering, classification, and catalogglesnd store layout.

Similarly in this work Association rules are gestedd from the pre-processed dataset. These ridegemerated
by the Aprior Algorithm. Now, those rules whose gog value is above the minimum support value aréd hidden.

Here for hiding these rules, manipulation is dangansaction where other item is inserted intotthesaction.
Jointly Gaussian Function

Let G1 through GL be L Gaussian random variablé®y are said to be jointly Gaussian if and onlgath of
them is a linear combination of multiple indepertd@aussian random variables. Equivalently, G1 thhoGL are jointly
Gaussian if and only if any linear combination bém is also a Gaussian random variable. A vectondd by jointly

Gaussian random variables is called a jointly Gansgector. For a jointly Gaussian vector.

b
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| Genarstion of Rules
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Figure 1: Perturbation Steps
G =|G1, .. .; GL|T, its probability density fuimn (PDF) is as follows: for any real vector g.

1
fglg) = =t
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WhereuG and KG are the mean vector and covariance matti®, respectively.

Decision of choosing the transaction number indatabase where perturb transaction need to adohé®om &

that is generate by the Gaussian function whica talo parameter mean, Co-variance.

Finally, perturb the selected transaction whicméention by the Gaussian function for the particulde to hide it

and decrease the overall support value of thogs muhose support is greater than minimum value.
Module 2

Here some specific data like age, salary, postdécetc. are to be hidden which directly spedify aser relation
with the transaction. This is done by creatingrrege of particular values and replacing that valiik that range, so that
individual privacy of the user is also taken caféncthis work. For generating the range, modulusction is used that
generates remainder by dividing the mean and Gawusisen add that value to the value to range halsceincreasing the

randomization.
Proposed Perturbation Algorithm
Input: DS (Original Dataset), MS (Minimum Support)
Output: PDS (Perturb Dataset)
0 DS < Pre-Process(DS)
o PDS=DS
0 AR[n] € Aprior(DS) // n number Association rule
0 Loop1lin
o If AR[n]> MS
o0 FR[m] € AR[n] // Frequent Rule FR with Mini Supp
o Endif End Loop
o0 Fakepos[sk JointlyGaussian // Generate Random pos
o0 Loop1ls
o PDS(Fake pos¥ Perturb_session (SR, n) // This will reduce thepsut value
o End Loop
Experiment and Result

This section presents the experimental evaluaifaihe proposed perturbation and de-perturbatiohrtigue for
privacy prevention. To obtain AR this work used #heriori algorithm [1], which is a common algorithto extract
frequent rules. All algorithms and utility measuresre implemented using the MATLAB tool. The testre performed
on an 2.27 GHz Intel Core i3 machine, equipped WitksB of RAM, and running under Windows 7 Profesaio

Experiment done on the customer shopping datasehwiave collection of items, cost, Total amoulit, attributes.
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Evaluation Parameter

Execution Time

As the work done on the important resource thaéiser so execution time should be less as pessibl this is a

very important parameter to evaluate this work.
Fake Transaction

As the dataset is perturbed by adding the fakes&etion in it, so the number of fake transactions includes
depends on the minimum support values of the rikesrder to make proper perturbation number oéfaknsactions are

needed to be controlled, which is done by decidlmgproper support value.
Data Set Size

Here size of dataset is analyzed after perturbafis if the size increases then it require moceo store it on

the server.
Originality

The amount of original data present in the dataftet perturbation.
Results

Perturbation is done in the original dataset lefending it to the server. When the Min. supmease the

frequent pattern is decrease and the executionisimeso decrease. This shows in the followingeabl
The following graph represents the execution tisnm@duce in the above method.

Table 1: From the [3] Algorithm

Min. | Execution | Frequent | Dataset

Supp Time Pattern Size
18 39.1666 30 16958
19 34.8114 28 16447
12 0.9579 30 16698

Graph: 1 Minimum Support versus Frequent Pattern

Table 2: From the Proposed Work

Min. | Execution | Frequent | Dataset

Supp Time Pattern Size
12 33.7740 30 15000
18 12.3557 30 15000
19 8.8780 28 15000

From above table we can observe that when themmimi support is increased the frequent pattern ¢sedsed.
It indicates that when more support, less rulesratentified so the execution time is less. Thilatien helps to control the
fake transaction addition in the original datas€fi3]. But proposed work has showed that incredsbeofrequent rules or
decrease of min support value will not affect tleetgrbed copy dataset as the dataset size is alwamgtant. This result

also shows that the space required for this is sanm@oposed fight is better for space complexstyvall.
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From above table it is also observed that the @@t time in the proposed algorithm is less as pamd
to the [3]. So work done for privacy preservinggsod in all sense as compared to the previous wlorie in [3]

in all aspects.
CONCLUSIONS AND FUTURE WORK

Preserving privacy in data mining activities iseay important issue in many applications. Randetimn-based
techniques are likely to play an important rolehis domain. In this paper, a new approach to stilggproblem of privacy
preserving data mining in the scenario of outsadirbeisiness transaction database has been solvegsstudly.
This approach is efficient and better than mangiofferturbation and anonymization techniques. Pregalgorithm have

reduced the time complexity, space complexity alé agefalse rules problems in effective manner fittvn previous work.
In future, we will try to make it more powerfulrfoloud and distributed databases.
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